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Findings

Introduction

The purpose of the initial stage of this researchis to predict the

relationshipbetweenrigidity of thefood wastepoliciesanddemographic,

political, economic,food safety,andenvironmentalfeaturesat statelevel.

Researchquestionsinclude:

- Which policy category(prevention,recycling,recovery,and/orall) has

the best performancein predicting regulatory strictnessin food waste

policiesacrossstates?

- Which modelhasthe bestperformancemetricsin predictingregulatory

strictnessin food wastepoliciesacrossstates?

- Which variableshave the highestimportancein predicting regulatory

strictnessin food wastepoliciesacrossstates?

Prevention (Date Labelling):

ÅNo uniform federal standards

ÅLabel indicators 

ÅSafety vs. quality

ÅState restrictions

Recovery(Food donations):

ÅLiability protection

ÅFederal civil and criminal

ÅAdditional state liability 

protection

ÅTax deduction and credit

ÅDirect donations

Recycling(Animal Feed):

ÅReusing food scraps

ÅHeat treatment

ÅLiability protection for 

qualified direct donors

ÅRestrictiononanimalprotein

ÅFoodsafetycontrols

ÅLabellingandadulteration

Recycling(WasteLaws):

ÅNo federallaw

ÅStateandmunicipalitybans

ÅOrganic waste bans  

ÅWaste recycling laws

Methodology

GeneralizedLinearModel ElasticNet (GLMNET) is a typeof regularized

linear regressionmodel that incorporatestuning parametersfor variable

selectionand shrinkage. The papercompares3 levels of k-fold cross

validation models to select the best model with optimal performance

metrics. Too high penalty levels lead to simple model and

underfitting[1,2,3,4,5] .

.

ÅAlpha convexity 0.0ï1.0

ÅLambda degreeof penalty 0.0ï1.0

Model Selection[6]

ÅPrevention,recovery,recycling,all categories

Å5, 10, LOOCV k-fold, repeated10x

Performancemetrics,iteration100x [3,4,6]

ÅRMSE

ÅR-square

Wilcoxon SumRankTest[6,8,9,10]

ÅNon-parametricversionof thetwo-samplet-test

ÅOrdinal level

ÅNormaldistributionnot required

Significant differencebetweenperformanceof two models if P < 0.05 [32,36]. Mi1:10 k-fold, Mi2:

LOOCV (50 k-fold), Mi3: 5 k-fold. Policy categories: i , for i = 1,2,3, and 4, which respectively

representssumof all categories,prevention,recovery,andrecyclingpolicy categories.

Figure #2. GLMNET Process Flow Chart

Figure #3. The R2 and RMSE Results of the K-Fold Methods in Predicting State Level Policies

Å(A) All, (B) Prevention,(C) Recovery,and(D) Recycling.

ÅMedian, mean,first and third quartiles,mean valuesof the RMSE

distribution

ÅPolicy categoriesarecalculatedby 3 k-fold CV elasticnetmethods

5, 10, 50k-fold

(* p value< 0.05 and** p value< 0.005. ὓ ȟȟ :10 k-fold, ὓ ȟȟ ::

LOOCV (50 k-fold),ὓ ȟȟ : 5 k-fold)

Åὓ 1:10 k-fold,ὓ : LOOCV (50 k-fold),ὓ 3: 5 k-fold

ÅPolicy categoriesare denotedas i , for i = 1,2,3, and 4, which

respectivelyrepresentssumof all categories,prevention,recovery,and

recyclingpolicy categories
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Figure #4. Distribution of RMSE Results of Regression Analysis in Predicting State Level Food 

Waste Policies 

Figure #5. Wilcoxon Sum Rank Test by R2 and RMSE Results of the K-Fold Methods

Figure #1. U.S. Heat Map of Level of Regulatory Strictness by Policy Category

Figure #76 Coefficient Table of 12 Most Important Variables 

Figure #7. Comparative relative importance of variables extracted from ὓ ȟὓ , and ὓ

ÅHigher financial contribution to state finances

ÅHigher salary per employee + Higher total salary and larger size

ÅOpportunities for initiatives

Grocery stores impact on state decision

ÅLess food waste 

ÅOpportunity for lifting the restriction on the food labels and animal feed and 
adding extra incentive for food donation

Higher environmentalscore

ÅRestrictions discourage donation & secondary markets

ÅLiability concerns 

ÅSecondary food markets enable affordable food

ÅFood label restrictions hinder the growth of secondary food markets

ÅIncrease awareness of the food insecurity cycle

Higher African American population

ÅStricter food donation and food label regulations

ÅThe perception of state government is parallel to the perception consumers

ÅFreshness concerns that drive consumers to throw away food 

ÅDate labels not a good proxy for foodborne illness threats

ÅBusinesses hesitant to donate food due to liability concerns

Foodborne illness concerns 

Figure #8. Policy Implications

Results
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